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Abstract—Information retrieval methods have been proposed to help developers locate related buggy source files for a given bug report. The basic assumption of these methods is that the bug description in a bug report should be textually similar to its buggy source files. However, the metadata (such as the component and version information) in bug reports is largely ignored by these methods. In this paper, we propose to explore the metadata for the bug localization task. In particular, we first apply a generative model to locate buggy source files based on the bug descriptions, and then propose to add the available metadata in bug reports into the localization process. Experimental evaluations on several software projects indicate that the metadata is useful to improve the localization accuracy and that the proposed bug localization method outperforms several existing methods.

Index Terms—Bug localization, bug reports, bug metadata, supervised topic modeling

I. INTRODUCTION

In many software projects, the bug tracking system has been introduced to collect and manage bug reports. When a tester or developer discovers an abnormal behavior of the software, he or she will be asked to fill in a form provided by the bug tracking system. The form consists of a bug description and some bug metadata such as product, component, version, and hardware (see Fig. 1 as an example). Such a bug tracking system is helpful for developers to maintain software quality [1].

Even with a bug tracking system, it is still not an easy task to locate the buggy source files. For example, a developer who is assigned to deal with a bug report probably needs to analyze the information of the bug report, reproduce the abnormal behavior [2], and perform code review [3] to find the cause. To save the developers’ effort, a better way is to automatically recommend a list of potential buggy source files for a given bug report. This task is referred to as bug localization.

For the bug localization task, information retrieval (IR) methods have been widely used. The IR methods treat each bug report as a query and the existing source files in the code repository as a collection of documents. Then, the bug localization task becomes a standard IR problem where the goal is to find textually similar source files for a given bug report. Under the IR framework, the key difference of the existing methods is on the similarity computation aspect. For example, Lukins et al. [4] applied Latent Dirichlet Allocation (LDA) [5] to learn the latent topics of bug reports and source files, based on which the similarity can be computed. Zhou et al. [6] adopted the vector space model (VSM) to compute similarities and further incorporated the similarities between bug reports to improve performance. Recently, Lam et al. [7] and Huo et al. [8] used deep learning techniques to extract features for bug reports and sources files, and compute similarities on these features.

One limitation of the existing IR methods is that they tend to ignore the metadata in the bug reports. On the one hand, most of the existing IR methods use only the bug descriptions in the bug reports (e.g., [6], [8]–[10]); even for the few methods that use metadata (e.g., [11]), they simply treat the metadata as part of the bug description. On the other hand, metadata in bug reports is potentially useful for bug localization as it contains valuable information (such as the component and version information) in addition to the bug description; for example, the component metadata may indicate that a subset of source files are related to the bug report; it has also been shown that metadata is helpful for other tasks such as bug report identification [12].

In this paper, we propose to systematically explore the metadata for the bug localization task. In particular, instead of following the existing IR methods, we first use a supervised topic modeling method to locate buggy source files based on the bug descriptions. The intuition is that compared to unsupervised IR methods, supervised methods may have better performance in terms of accurately identifying the relevant source files. The basic idea to formulate the problem as a supervised learning problem is by using existing bug fixing histories as supervision information and use the source filenames as the supervision labels. Further, we discover that the naming of source files often follow a hierarchy structure (e.g., the full name of a source file is the concatenation of the module name and the class name) and the substrings of filenames often appear multiple times in the content of bug report descriptions. For example, ‘aspectj/weaver/bcel/LazyClassGen.java’ is a source filename and its substrings like ‘weaver’ and ‘lazyclass’ may frequently appear in the descriptions of the related bug reports. We propose to incorporate this phenomenon into topic modeling, and we name this model as L2SS (Label-to-SubString).

Next, we propose to incorporate several types of metadata into L2SS. In particular, we consider seven types of metadata and add each of them into L2SS to see its usefulness. The
metadata consists of component, version, platform, operating system, priority, severity, and reporter. The basic idea to incorporate metadata is to model it as the prior probability for choosing topics. For example, if the component metadata is ‘UI runtime’, it is probable that the buggy source files are related to the UI. Such information can be used to lead the search direction of possible buggy source files for a given bug report. The model with metadata incorporated is named as L2SS+X where ‘X’ stands for the corresponding metadata.

To verify the effectiveness of the proposed method, we conduct experiments on four open source projects with a total of 36,417 bugs. The results show that the proposed method outperforms several existing methods in terms of localization accuracy, and that the metadata is useful to further improve the localization accuracy. For example, when evaluated on the JDT (Java development tools) dataset (which contains 5,211 fixed bug reports), one of the proposed method (i.e., L2SS+CM) is able to find the related buggy files within the top 10 recommendations for over 70% bug reports, while the BugLocator competitor [6] can help 55% bug reports within the top 10 recommendations. Meanwhile, the proposed method can be efficiently pre-trained and used at the prediction stage.

The main contributions of this paper include:

1) We propose a supervised topic modeling method L2SS for the bug localization task. L2SS uses existing bug fixings and treats the source filenames as the supervision information. By doing so, L2SS can be applied when developers only have access to the source filenames.

2) We study the usefulness of several types of metadata in the bug report, and revise L2SS to incorporate these metadata (denoted as L2SS+). For example, when the component metadata is incorporated, we have the L2SS+CM method.

3) We evaluate the performance of L2SS and L2SS+ on several real datasets, and the results show the effectiveness and efficiency of the proposed methods. For example, L2SS+CM can achieve up to 16.9% improvement compared to its best existing competitors.

The remainder of this paper is organized as follows. Section II provides some background information. Section III presents the proposed bug localization method. Section IV describes the experimental setup and the research questions. Section V presents the experimental results. Section VI discusses the threats to validity. Section VII covers related work, and Section VIII concludes.

II. BACKGROUND

In this section, we introduce some background information.

A. Bug Reports and Metadata

Bug tracking system has been widely used in software projects. Take the Bugzilla System in Eclipse project as an example. Fig. 1 shows a real bug report (ID:177678) for AspectJ in Eclipse.

We can see from Fig. 1 that a bug report typically contains description, status, product, component, version, hardware (platform and operating system), importance (priority and severity), etc. Except for the bug description, we refer to the rest information as metadata. The metadata is widely ignored by existing information retrieval methods, while it may be helpful for bug localization. For example, the component metadata may indicate a subset of source files that are related to the bug; the bug reporter metadata can also play similar roles as a reporter may be responsible for testing a specific part of the code repository.

B. Supervised Topic Modeling

Topic modeling (e.g. LDA [5]) has been used to capture the topical similarities between bug reports and source codes to locate bugs [4]. To make use of the existing fixing histories between source files and bug reports, a natural tool is supervised topic modeling. In bug localization task, bug reports can be seen as documents and the related source filenames can be seen as the labels for the documents. Then, given a bug report, the goal is to predict its related labels (i.e., source filenames).

Fig. 2 shows an example (L2DA [13]) of supervised topic modeling. The basic idea of LLDA is as follows. First, each

1https://bugs.eclipse.org/bugs/show_bug.cgi?id=177678
A. Problem Statement

We first introduce the notations used in this paper. We use \( D \) and \( S \) to denote the collection of bug reports and source files, respectively. For each bug report, we denote its bug description as \( d \) and its metadata as \( m_d \). We assume \( d \) has \( N_d \) words which is drawn from the vocabulary \( V \). Each bug report has a indicator vector \( \Lambda^{(d)} \) of length \(|S|\) where each element in \( \Lambda^{(d)} \) is a binary value indicating whether or not the source file is related to this bug report.

With these notations, we define the bug localization problem as follows.

**Problem Bug Localization Problem**

**Given:** (1) a set of bug reports \( D \) where each bug report contains a bug description \( d \) with \( N_d \) words and a collection of metadata \( m_d \), (2) the existing bug fixings where each bug report corresponds to a binary indicator vector \( \Lambda^{(d)} \), and (3) a new bug report.

**Find:** the related buggy source files for the new bug report.

As we can see, the input of our methods includes the bug reports (containing bug descriptions and metadata) and the existing fixing histories. Then, for a new bug report, we aim to output a ranked list of possible buggy source files.

B. The L2SS Model

Next, we present the L2SS method when metadata is not used as input. In many bug reports, the source filenames may have appeared in the bug reports. For example, bug report may contain the stack trace which may provide direct clues for the possible buggy files [14]. We refer to this phenomenon as word co-occurrence, and aim to incorporate such phenomenon in our model. The graphical representation of L2SS is shown in Fig. 3.

Compared with Fig. 2, there are several modifications. First, we introduce an additional topic-word distribution \( \Omega \). \( \Omega \) contains the substrings of the chosen topic \( z \) (each topic corresponds to a source filename). Second, we have two ways for generating a word \( w \). The first way is the same with Fig. 2, and the second way is for word co-occurrence. That is, when generating a word \( w \), we directly choose it from \( \Omega \). Third, to manage the two ways, we introduce a switching variable \( x \) which obeys the binomial distribution \( \Psi \) to decide which way to generate word \( w \).

With the above topic model, we can train the parameters by feeding the existing data (bug reports, bug fixings, and source filenames) as input, and apply the trained model on the new bug report to output the possibly related source files. A complete description of the L2SS model can be summarized in the following generative process.

1) Draw topic-word distributions
   a) For each topic \( k \in K \),
      i) Draw distribution \( \Psi_k \sim \text{Beta}(\beta) \)
      ii) Draw distribution \( \Phi_k \sim \text{Dir}(\eta) \)
      iii) Draw distribution \( \Omega_k \sim \text{Dir}(\mu) \)
   b) For each topic \( k \in K \),
      i) Generate \( \Lambda^{(d)}_k \sim \text{Bernoulli}(\gamma) \)

2) Draw words for each document \( d \in D \)
   a) For each topic \( k \in K \),
      i) Generate \( w_i,\Omega \in \{w|w \in \text{Sub}(z)\} \sim \text{Mult}(\Omega_{z_i}) \)
      ii) Generate \( w_i,\Phi \in \{w|w \in V\} \sim \text{Mult}(\Phi_{z_i}) \)
      iii) Generate \( w_i,\Psi \sim \text{Bernoulli}(\Psi_{z_i}) \)
      iv) Generate \( w_i = (w_i,\Omega)^{z_i} \cdot (w_i,\Phi)^{1-z_i} \)
      v) Generate \( w_i = (w_i,\Omega)^{z_i} \cdot (w_i,\Phi)^{1-z_i} \)

where we assume there are \( K \) topics \((K = |S|)\). \text{Beta}(\cdot), \text{Dir}(\cdot), \text{Mult}(\cdot), \text{Bernoulli}(\cdot)\) are Beta distribution, Dirichlet distribution, Multinomial distribution, and Bernoulli distribution, respectively. \( \beta \) is the Beta prior, and \( \eta, \mu, \) and
\( \alpha(d) \) are the Dirichlet priors. \( \text{Sub}() \) is an operator to obtain the set of a source filename’s substrings.

For the specific training algorithm, we adopt CVB0 [15] algorithm to learn the parameters because it converges faster and more stable than the Gibbs sampling and expectation maximization [16]. We omit the detailed training algorithms for brevity.

C. The L2SS+ Model

Next, we show how to incorporate metadata into L2SS. Basically, we incorporate metadata in the prediction stage of L2SS. In the prediction stage, we compute the probabilities for each source file of being the buggy source file for a given bug report. By ranking the source files with their probabilities, we can recommend the suspected buggy files in a ranked list.

To make the recommendations, the goal is to compute probability \( p(z|d) \) which stands for the relatedness between bug report \( d \) and source file \( z \). Here, \( d \) is the given bug report, and \( z \) is a topic (remind that each topic corresponds a source file in our method). By Bayes formula, we have

\[
p(z|d) = \frac{p(d|z)p(z)}{p(d)}, \tag{1}
\]

where \( p(d) \) is a constant value for all files. Therefore, we only need to calculate \( p(d|z) \) and \( p(z) \).

We first check \( p(d|z) \) which indicates the probabilities of the words in bug report \( d \) given the topic \( z \). The bug report \( d \) can be decomposed into a bag of words, and with independency assumption, \( p(d|z) \) can be computed as

\[
p(d|z) = \prod_{w \in d} p(w|z). \tag{2}
\]

Next, since there are two ways to generate word \( w \) from topic \( z \) in L2SS, we have the following equation to compute \( p(w|z) \)

\[
p(w|z) = p(w|x = 0, z)p(x = 0|z) + p(w|x = 1, z)p(x = 1|z), \tag{3}
\]

where \( x \) is the switching variable. When \( x \) is equal to 0, \( w \) is generated from distribution \( \Phi \); when \( x \) is equal to 1, \( w \) is generated from distribution \( \Omega \). Using the learned parameters of L2SS, we can re-write the above equation as

\[
p(w|z) = \Phi_{z,w} \Psi_z + \Omega_{z,w}(1 - \Psi_z). \tag{4}
\]

We next check \( p(z) \). Without considering metadata, we have

\[
p(z) = \sum_{d \in D} p(d)p(z|d) = \frac{\sum_{d \in D} p(z|d)}{N_D}, \tag{5}
\]

where \( D \) is the collection of bug reports and \( N_D \) is the number of bug reports. In L2SS, we assume that the probability of every bug report is equal to \( \frac{1}{N_D} \). Then we can use the learned parameter \( \Theta \) to represent \( p(z) \) as

\[
p(z) = \sum_{d \in D} \Theta_{d,z} \frac{1}{N_D}. \tag{6}
\]

Putting \( p(d|z) \) and \( p(z) \) together, we can compute \( p(z|d) \) with the learned parameters from L2SS as follows.

\[
p(z|d) = \frac{1}{N_D p(d)} \sum_{d \in D} \Theta_{d,z} \prod_{w \in d} [\Phi_{z,w} \Psi_z + \Omega_{z,w}(1 - \Psi_z)]
\]

\[
\propto \sum_{d \in D} \Theta_{d,z} \prod_{w \in d} [\Phi_{z,w} \Psi_z + \Omega_{z,w}(1 - \Psi_z)] \tag{7}
\]

Next, since metadata is potentially useful for the bug localization problem, we can model metadata into \( p(z) \). In other words, instead of computing \( p(z|d) \), we aim to compute \( p(z|d, m) \). For example, if we use the component metadata, instead of letting all files share the same \( p(z) \), we can assume that bug reports with different components have different \( p(z) \). In this work, we use \( p(z|m)p(m) \) to substitute \( p(z) \), where \( m \) stands for the metadata of a given bug report, and \( p(z|m) \) is the probability of choosing topic \( z \) with metadata \( m \). For a given bug report, \( m \) is observed and \( p(m) \) is a constant value. Therefore, instead of computing \( p(z) \) as shown in Eq. (6), we estimate it by the following formula when metadata \( m \) is incorporated

\[
p(z|m) = \frac{\sum_{d \in D_m} \Theta_{d,z}}{N_m}, \tag{8}
\]

where \( D_m \) is the collection of bug reports whose corresponding metadata value is also \( m \), and \( N_m \) is the size of \( D_m \). For all the seven types of metadata, we can incorporate each of them as the above equation.

Overall, for L2SS+, the probability \( p(z|d, m) \) can be computed as follows.

\[
p(z|d, m) \propto \frac{\sum_{d \in D_m} \Theta_{d,z}}{N_m} \prod_{w \in d} [\Phi_{z,w} \Psi_z + \Omega_{z,w}(1 - \Psi_z)] \tag{9}
\]

We call the revised L2SS model as L2SS+ (e.g., L2SS with component metadata as L2SS+CM). For the seven types of metadata, we have seven methods: L2SS+CM with component metadata as L2SS+CM). For the seven types of metadata, we have seven methods: L2SS+CM with component metadata as L2SS+CM, L2SS+OS with operating system metadata, L2SS+PF with platform metadata, L2SS+VS with version metadata, L2SS+PR with priority metadata, L2SS+SV with severity metadata, and L2SS+RP with reporter metadata.

IV. EXPERIMENTAL SETUP

In this section, we present the experimental setup as well as the research questions we aim to answer in this paper.

A. Subject Systems

We use four open source projects from the website of Eclipse as the subjects for evaluation. The statistics of the four projects are shown in Table I.

- The JDT project provides the tool plug-ins that implement a Java IDE supporting the development of any Java application, including Eclipse plug-ins.
- AspectJ is a seamless aspect-oriented extension to the Java programming language.
- The Plug-in Development Environment (PDE) provides tools to create, develop, test, debug, build and deploy...
Eclipse plug-ins, fragments, features, site updates and RCP products.

- Eclipse BIRT is an open source Eclipse-based reporting system that integrates with Java/Java EE application to produce compelling reports.

All bug reports are collected from Bugzilla of Eclipse\(^2\). Related fixing histories can be collected from the log of git repository by bug id. These projects are widely used for evaluating various IR based bug localization methods.

In the bug reports, we have the bug description (including title) and the seven types of metadata. For the bug description, we use bag-of-words to extract word tokens, and then use standard natural language processing steps including stemming, stopwords removal, low-frequency words and high-frequency words removal.

### B. Research Questions

We evaluate our proposed approaches and address the following research questions.

**RQ1**: What is the predictive power of the L2SS and L2SS+ in bug localization?

We run L2SS and L2SS+ on the four projects we have mentioned above to check their effectiveness. We report the results via 10-fold cross-validation. That is, we randomly divide the data into 10 folds with similar size, choose each fold as test set and use the rest as training data, and compute the average results over these 10 experiments. For a bug report in the test set, we output the top-k source files. If the fixed files are ranked in top-k, we consider the bug report has been effectively located. We call the percentage of bug reports which can be successfully located as hit rate. As shown in the next subsection, we also consider other evaluation metrics including MAP (Mean Average Precision), Precision, and Recall.

**RQ2**: Which metadata in bug reports is useful to improve the performance of L2SS model?

As shown in Fig. 1, the metadata in a bug report consists of component, version, hardware, operation system, severity, priority, and reporter. We add each of the seven types of metadata, respectively, to verify whether it is useful to improve the effectiveness. Further, to show the effectiveness of L2SS+, we compare it with the simple case where we directly add metadata into bug description and perform L2SS thereon.

**RQ3**: Can L2SS and L2SS+ outperform other bug localization methods?

We conduct experiments to compare our methods with several existing methods including revised Vector Space Model (rVSM) [6], Two-Phase model [11], and LLDA [13]. The rVSM method represents the IR techniques. The Two-Phase model also treats the problem in a supervised manner, and uses naive Bayes classifier to locate bugs. Since our method is built upon LLDA, we also verify if the proposed method can improve over LLDA.

**RQ4**: How efficient is the proposed method?

In addition to effectiveness metrics, we are also interested in the efficiency aspect of the proposed method. An inefficient method would be costly if we need to update and retrain the model. Efficiency includes training time and predicting time.

### C. Evaluation Metrics

To measure the effectiveness of the proposed methods as well as the compared methods, we use the following metrics.

1) **Hit@k** [7], [17] measures the accuracy of prediction results at top-k ranked files. Hit@k reflects the percentage of bug reports that their fixed files are ranked in top k.

2) **Precision@k** characterizes the number of correctly predicted files over the number of ranked files.

3) **Recall@k** characterizes the number of correctly predicted files over the number of actual fixed files at top k-ranked files.

4) **MAP** (Mean Average Precision) provides a single-figure measure for the quality of information retrieval when a query may have multiple related documents.

### V. Experimental Results

In this section, we present the experimental results.

#### A. Experimental Results for Research Questions

**RQ1**: What is the predictive power of the L2SS and L2SS+ in bug localization?

To answer this question, we present the Hit@k, Precision@k, Recall@k, and MAP results of L2SS and L2SS+ (we use L2SS+CM as an example) in Table II and Table III, respectively. In the tables, we choose k = 1, 5, 10, 20.

As we can see from the tables, when we set k = 20, over half of bug reports can get at least one corresponding buggy source file in the returned ranked list by L2SS and L2SS+ (indicated by the Hit metric), and around half bug reports can have all the related buggy source files in the returned ranked list (indicated by the Recall metric). Even when we set k = 1, we can hit the buggy source for over 30% bug reports in the JDT data. The recall results are smaller than the corresponding Hit results because one bug report may correspond to multiple buggy source files. Precision@k is equal to Hit@k when k = 1. When k = 20, the precision is around 0.05 indicating that near one buggy source file is accurately found. For MAP, it can be seen as the weighted average of different Precision@k results. The MAP results of L2SS+ are larger than 0.2, indicating a fairly good performance.

#### Table I

<table>
<thead>
<tr>
<th>Project</th>
<th>bugs</th>
<th>changed files</th>
<th>source files</th>
<th>bug reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>JDT</td>
<td>15621</td>
<td>797</td>
<td>1842</td>
<td>5211</td>
</tr>
<tr>
<td>Aspectj</td>
<td>3994</td>
<td>275</td>
<td>1045</td>
<td>1415</td>
</tr>
<tr>
<td>PDE</td>
<td>12164</td>
<td>1309</td>
<td>2577</td>
<td>3844</td>
</tr>
<tr>
<td>BIRT</td>
<td>5638</td>
<td>832</td>
<td>8495</td>
<td>2677</td>
</tr>
</tbody>
</table>

\(^2\)https://bugs.eclipse.org/bugs/
Overall, the results show that the proposed L2SS and L2SS+ can help developers accurately locate buggy files.

**RQ2**: Which metadata in bug reports is useful to improve the performance of L2SS model?

L2SS uses the bug description only, and L2SS+ carefully adds metadata into L2SS. Here, we check the usefulness of the metadata including component, version, platform, operating system, priority, severity, and reporter. We show the Hit results and MAP results in Fig. 4 and Fig. 5, respectively. For the results, we vary $k$ from 1 to 20. We omit the Precision and Recall results for brevity.

As is shown in Fig. 5, all the seven types of metadata are useful on AspectJ and PDE projects. For example, on the PDE project, the component (L2SS+CM), version (L2SS+VS), operating system (L2SS+OS), platform (L2SS+PF), operating system (L2SS+OS), severity (L2SS+SV), and priority (L2SS+PR) can improve L2SS by 20.1%, 13.8%, 5.9%, 11.1%, 8.7%, 12.6%, and 2.9% in terms of MAP, respectively. For the JDT project, six types of metadata (except the reporter metadata) are useful. For the BIRT project, only component metadata shows significant improvement. In general, component (L2SS+CM) is the most helpful metadata. Similar results are observed in the Hit metric as shown in Fig. 4.

In Fig. 4 and Fig. 5, we also report the results when we include all metadata. However, the performance is inferior to L2SS+CM. The possible reason is that some metadata may conflict against each other. Additionally, we try to add metadata into the description part and name this method as L2SS#. The result shows that the performance is similar to L2SS and inferior to L2SS+CM. This result indicates the usefulness of our treatment on the metadata.

Overall, we can conclude that all the seven types of metadata are useful to some extent especially on the JDT, AspectJ, and PDE projects. Additionally, we find that the component information is generally the most useful metadata for the bug localization task, and we recommend L2SS+CM in practice.

**RQ3**: Can L2SS and L2SS+ outperform other bug localization methods?

Next, we compare L2SS and L2SS+ (L2SS+CM) with other methods including LLDA [13], Two-Phase [11], and rVSM [6] on all the four projects. We still report the Hit results and the MAP results in Fig. 6 and Fig. 7, respectively.

We can first observe from the figures that, in general, L2SS+ outperforms all the compared methods in both metrics on the four projects. L2SS can outperform the existing methods except on the PDE project. For example, in project BIRT, L2SS+ and L2SS can locate 51.1% and 42.0% bugs within the top 10 list, while LLDA, rVSM, and Two-Phase can locate 38.7%, 36.5%, and 32.4% bugs, respectively.

For LLDA and Two-Phase, they do not need to use the content of source files. In other words, they use the same input to L2SS and L2SS+. For rVSM, since it is a classic IR method, it uses the content in source files and compute the similarities between source files and bug reports. This is probably one of the reasons that rVSM can outperform L2SS on the PDE project (we will discuss another reason in the next subsection). This result also motivates the usage of source file content in our method, and we leave it as future work.

Overall, L2SS+ can outperform the existing methods.

**RQ4**: How efficient is the proposed method?

One advantage of the proposed method is that it does not need to compute the similarities (which is quadratic in terms of time complexity). Here, we executed L2SS and L2SS+ on a desktop computer with CPU Intel(R) Core(TM) i7 3.4 GHz and 8G RAM. Table IV presents the CPU time of L2SS and L2SS+CM. We can see in the table that it only takes seconds to run the two models (both training stage and prediction stage) even for large open source projects like JDT, which means

### Table II

<table>
<thead>
<tr>
<th>Project</th>
<th>Measures</th>
<th>Top1</th>
<th>Top5</th>
<th>Top10</th>
<th>Top20</th>
</tr>
</thead>
<tbody>
<tr>
<td>JDT</td>
<td>Hit</td>
<td>0.3218</td>
<td>0.6087</td>
<td>0.7081</td>
<td>0.7983</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.3218</td>
<td>0.1499</td>
<td>0.0978</td>
<td>0.0630</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1955</td>
<td>0.4052</td>
<td>0.4959</td>
<td>0.5961</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.3320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AspectJ</td>
<td>Hit</td>
<td>0.1477</td>
<td>0.3321</td>
<td>0.4551</td>
<td>0.6141</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.1477</td>
<td>0.0814</td>
<td>0.0592</td>
<td>0.0444</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.0900</td>
<td>0.2278</td>
<td>0.3341</td>
<td>0.4945</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.1918</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDE</td>
<td>Hit</td>
<td>0.1936</td>
<td>0.2525</td>
<td>0.5247</td>
<td>0.6132</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.1936</td>
<td>0.0636</td>
<td>0.0747</td>
<td>0.0492</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1101</td>
<td>0.2667</td>
<td>0.3541</td>
<td>0.4225</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.2132</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIRT</td>
<td>Hit</td>
<td>0.1375</td>
<td>0.3374</td>
<td>0.4453</td>
<td>0.5502</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.1375</td>
<td>0.0684</td>
<td>0.0531</td>
<td>0.0349</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1006</td>
<td>0.2513</td>
<td>0.3409</td>
<td>0.4342</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.1905</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Project</th>
<th>Measures</th>
<th>Top1</th>
<th>Top5</th>
<th>Top10</th>
<th>Top20</th>
</tr>
</thead>
<tbody>
<tr>
<td>JDT</td>
<td>Hit</td>
<td>0.3516</td>
<td>0.6469</td>
<td>0.7448</td>
<td>0.8350</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.3516</td>
<td>0.1601</td>
<td>0.1039</td>
<td>0.0667</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.2161</td>
<td>0.4370</td>
<td>0.5293</td>
<td>0.6328</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.3599</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AspectJ</td>
<td>Hit</td>
<td>0.1844</td>
<td>0.3541</td>
<td>0.4714</td>
<td>0.6176</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.1844</td>
<td>0.0587</td>
<td>0.0614</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1187</td>
<td>0.2443</td>
<td>0.3479</td>
<td>0.4996</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.2148</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PDE</td>
<td>Hit</td>
<td>0.2443</td>
<td>0.5078</td>
<td>0.5760</td>
<td>0.6592</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.2443</td>
<td>0.1284</td>
<td>0.0858</td>
<td>0.0571</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1435</td>
<td>0.3100</td>
<td>0.3987</td>
<td>0.4934</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.2575</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIRT</td>
<td>Hit</td>
<td>0.1868</td>
<td>0.4187</td>
<td>0.5345</td>
<td>0.6470</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.1868</td>
<td>0.0962</td>
<td>0.0635</td>
<td>0.0442</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.1367</td>
<td>0.3186</td>
<td>0.4219</td>
<td>0.5347</td>
</tr>
<tr>
<td></td>
<td>MAP</td>
<td>0.2493</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
that they are easy to be deployed for developers with limited computing resources.

B. Discussions of the Results

a) How does dataset affect the performance of our models? Fig. 7 shows that LLDA can outperform rVSM in projects except PDE. In other words, the difference in datasets may affect the performance of different methods. In Table I, we can see that in PDE, 1309 files need to be fixed for 3844 bug reports while the code repository has 2577 source files. The buggy files account for 50.8% of all source files. Each bug report is related to 2.94 buggy files. The percentage of buggy files in JDT, AspectJ, and BIRT is 43.3%, 26.3%, and 9.8%, respectively, and each bug report has 6.54, 5.15, and 3.22 buggy files, respectively. Overall, we can see that PDE has the largest percentage of buggy files and the fewest related buggy files for each bug report. This means that we have
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Fig. 4. The Hit results of L2SS+ with different metadata. Most metadata especially the component metadata is useful.
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Fig. 5. The MAP results of L2SS+ with different metadata. Most metadata especially the component metadata is useful.

<table>
<thead>
<tr>
<th>Projects</th>
<th>L2SS</th>
<th>L2SS+CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>training/s</td>
<td>predicting/s</td>
<td>training/s</td>
</tr>
<tr>
<td>JDT</td>
<td>29.45</td>
<td>10.17</td>
</tr>
<tr>
<td>AspectJ</td>
<td>6.75</td>
<td>1.11</td>
</tr>
<tr>
<td>PDE</td>
<td>22.01</td>
<td>11.50</td>
</tr>
<tr>
<td>BIRT</td>
<td>14.00</td>
<td>5.53</td>
</tr>
</tbody>
</table>

Table IV: AVERAGE TRAINING TIME AND PREDICTING TIME OF L2SS AND L2SS+CM ON THE FOUR PROJECTS.
Fig. 6. The Hit comparisons in the four projects. L2SS+CM performs the best.

Fig. 7. The MAP comparisons in the four projects. L2SS+CM performs the best.

relatively fewer supervision labels, making L2SS less effective than rVSM.

b) Why we build L2SS+ upon L2SS?

L2SS is a supervised topic modeling method. We build the L2SS+ model upon L2SS for two reasons. First, L2SS can perform relatively well for the bug localization task. It formulates the problem as a supervised learning problem, and further encodes the word co-occurrence phenomenon to capture the content similarities as widely used by IR methods. Second, L2SS is flexible to incorporate additional metadata. We incorporate the metadata in the prediction stage. We may also consider to incorporate metadata in the training stage, and we leave this as future work.

c) How does L2SS+ improve the performance of L2SS?

As we have discussed in section III-C, bug reports with different metadata have different $p(z|m)$ in L2SS+. As shown above, the component metadata is the most useful metadata, so we take L2SS+CM as an example. In JDT, 88.1% bug reports’ component are ‘core’. In BIRT, bug reports with component ‘Report Engine’ occupy the largest proportion of 36.8%. When most of bug reports share the same component, L2SS+CM tends to have similar performance with L2SS. As we can see in Table II and Table III, L2SS+CM improve L2SS by only 2.92% when we recommend the top 10 files in project JDT, while L2SS+CM can improve L2SS by 9.1% when the distribution of components is more uniform in project BIRT. Note that we do not directly use the component to shrink the search space. The reason are as follows. First, the components are manually defined and they may not correspond to a certain collection of source files. Second, we found that many buggy
source files do not belong to the source file collection of previous bug reports with the same component. Therefore, we treat the metadata in a probabilistic way instead of directly searching a subset of source files.

In some datasets, the reporter metadata does not help improve the performance. Take the BIRT dataset as an example, 378 reporters reported 2677 bugs, while 84.7% reporters only reported fewer than 5 bug reports. We cannot learn from such a small dataset for most reporters. As a result, the performance of L2SS+RP may be affected.

VI. Threats To Validity

There are potential threats to the validity of our work:

1) Bug reports provide crucial information for developers to fix bugs, and the quality of bug reports matters. In this paper, we do not consider the quality of bug reports and its influence. If a bug report contains insufficient information, our method may be misleading.

2) In our method, we treat the name of source files as supervision information in L2SS and L2SS+. In other words, we rely on good programming practice in naming classes or source files. If developers use meaningless strings to name classes and source files, our method may not have good performance.

3) We choose all datasets from open source projects. We need to evaluate if our solution can be directly applied to commercial projects in the future.

VII. Related Work

Various related techniques and methods have been proposed for bug localization including dynamic analysis and static analysis.

Dynamic analysis (i.e., spectrum-based methods) uses a program’s runtime behavior to discover bugs over multiple executions. The basic idea is to compare the program’s passed executions with failed executions to help developers locate bugs. Examples of dynamic analysis include [18]–[22]. In general, dynamic analysis is expensive to apply, and static analysis is proposed by only examining program model or source files directly. In this paper, we focus on the static analysis for bug localization based on bug reports.

For static analysis, researchers mainly apply Information Retrieval techniques to locate buggy files from code repository for a given bug report. The basic idea of these techniques is to learn feature representations of bug reports and source files, and then compute the similarities between these representations. Based on the similarity computation, IR methods return the most similar source files for a given bug report.

In literature, some methods use the vector space model (VSM) to compute the textual similarity between bug reports and source files. For example, Zhou et al. [6] proposed rVSM which revises the VSM model by incorporating the similarity between bug reports. Saha et al. [23] further considered the code structure information such as variable and function names. Rao et al. [24] incorporated code change information for bug localization, where the main idea is to consider recently changed source code elements as potential bug candidates.

Some other methods use Latent Semantic Indexing (LSI) [25] and Latent Dirichlet Allocation (LDA) [5] to compute textual similarity. For example, Lukins et al. [4] directly applied LDA on bug reports and used topic distribution vector to represent bug reports and source files; then, they computed the topic distribution similarities between source files and bug reports to obtain the returned ranked list. Nguyen et al. [26] applied extended LDA model to detect latent topics from both source files and bug reports; the basic idea is to introduce a defect-proneness factor which gives frequently fixed files or large-size files more weights of being buggy.

Deep learning methods have also been used to solve bug localization problem recently. For example, Lam et al. [7] applied deep neural networks on both bug reports and source files to learn their representations/features, and combined the results with IR methods. Huo et al. [8] proposed to use convolution neural networks (CNN) to further capture the structure of source code.

Most of the existing methods follow the IR framework by similarity computation. One exception is from Kim et al. [11]. They proposed to treat the problem as classification problem (multiple classes) and used Naive Bayes to predict the potential buggy files for a bug report. They extracted features from both bug description and metadata via bag-of-words. In this paper, we follow the supervised modeling for bug localization. However, different from Kim et al. [11], we further use topic modeling based on the bag-of-words, and we propose special treatment for each type of the metadata.

One assumption of our supervised method is that the developers follow naming conventions, and the names are meaningful. Considering the case when developers fail to follow the naming conventions, similarity computation between the bug report and the source file may be meaningless. To this end, Ye et al. [9] and Almhana et al. [10] proposed to introduce API documentation of classes and methods. We may also consider to incorporate API documentation into our method in future work.

Bug localization is within a broader area of feature/concept localization [27]–[30] which associates human-oriented concepts expressed in natural language (such as functionality requirements) with their counterparts in source code. For example, Poshvyanyk et al. [31] combined LSI and Scenario-based Probabilistic Ranking (SPR) to locate unwanted features (i.e., bugs). Gay et al. [32] also proposed a concept localization approach that arguments information retrieval based concept localization via an explicit relevance feedback mechanism.

VIII. Conclusions

In this paper, we explore metadata in bug reports for the bug localization problem. In particular, we first build a supervised topic modeling method L2SS, and then add seven types of metadata into L2SS. Experimental evaluations on four real open source projects show that when we combine component metadata, L2SS+CM can have the best performance.
In particular, L2SS+CM can locate the related source files within the top 10 recommendations for over 70% bug reports in the JDT project, and over 50% bug reports in PDE and BIRT. Additionally, L2SS+CM can outperform several existing methods.
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